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Beyond Topographic Mapping: Towards 
Functional-Anatomical Imaging with 124-Channel 
EEGs and 3-D MRIs 

Alan Gevins,* Paul Brickett,* Bryan Costales,* Jian Le,* and Bryan Reutter* 

Summary: A functional-anatomical brain scanner that has a temporal resolution of less than a hundred milliseconds is needed to measure the neural 
substrate of higher cognitive functions in healthy people and neurological and psychiatric patients. Electrophysiological techniques have the requisite 
temporal resolution but their potential spatial resolution has not been realized. Here we briefly review progress in increasing the spatial detail of 
scalp-recorded EEGs and in registering this functional information with anatomical models of a person's brain. We describe methods and systems 
for 124-channel EEGs and magnetic resonance image (MRI) modeling, and present first results of the integration of equivalent-dipole EEG models of 
somatosensory stimulation with 3-D MRI brain models. 
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Introduction 

There are a number of techniques for monitoring brain 
function that are more or less noninvasive, including 
Positron Emission Tomography (PET), Single Photon 
Emission Computed Tomography (SPECT), Magnetic 
Resonance Imaging, (MRI) Electroencephalography 
(EEG) and Magnetoencephalography (MEG). Although 
the 3-Dimensional (3-D) anatomical imaging capabilities 
of EEG or MEG are not comparable to PET, SPECT or 
MRIs, EEGs and MEGs uniquely offer temporal resolu- 
tion in the millisecond range. This particular capability 
is invaluable  for s t udy ing  seizure  d isorders  and 
neurocognitive processes. With improving recording 
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and analysis technologies, other valuable information 
that generations of clinicians and researchers over the 
past 60 years have believed was hidden in the EEG is 
becoming more accessible (see reviews in Lopes da Silva 
et al. 1986; Gevins and Remond 1987). Indeed, as techni- 
cal capabilities have increased, so has the specificity of 
information extracted from EEGs, and the value of fur- 
ther developing methods to mine this hidden informa- 
tion is clearly mandated by the noninvasiveness and low 
cost of scalp EEG measurements for obtaining split- 
second information about brain function. 

While spatial EEG features have often been difficult to 
discern in polygraph tracings, the recent availability of 
EEG color topographic maps has made appreciating 
them easy, even for the non-EEG specialist. The utility of 
the maps would be even greater if more spatial detail 
were available, and if the scalp EEG patterns could be 
registered with underlying brain anatomy. During the 
past 8 years, we have made some modest  progress 
towards this end. We have improved and expanded our 
recording and analysis capabilities to accommodate 124 
EEG channels, and have developed methods for reducing 
blur distortion of EEGs by the skull. We have imple- 
mented programs for processing magnetic resonance im- 
ages, and we are developing a means of automatically 
const ruct ing three-dimensional  (3-D) models  of a 
subject's brain. In tests of our method for registering 
EEGs and MRIs using somatosensory stimulation data, 
we obtained good results. Previous reports of prior stages 
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Figure 1: Diagram of 124-channel scalp montage. Electrode names are based on 10-20 system with additional letter 
prefixes and numerical suffixes (see text). 

of progress in this regard have been published in Gevins 
(1987, 1988, 1989a,b). 

EEG R e c o r d i n g  M e t h o d  

Ex tended  10-20 system 

Several nomenclatures for defining electrode place- 
ments added to the original nineteen placements of the 
International 10-20 System (Jasper 1958) have been pub- 
lished (see Gevins 1988). Regardless of which nomencla- 
ture is used, the basic idea is that extra equidistant 
coronal rows are added between the original rows, and 
extra equidistant electrodes are added to fill in the spaces 
in each row. Our current 124-channel montage is shown 
in Figure 1. In the system we use, the letter"a" is prefixed 
to an existing 10-20 row name to indicate a position 

anterior to the existing one. For example, aO is anterior 
occipital, aP is anterior parietal, aC is anterior central and 
aF is anterior frontal. Two additional numbers appear 
after the location number (1-8) of the 10-20 positions. 
These two numbers (0-9) indicate the proportional dis- 
tance to the next anterior and medial 10% electrode posi- 
tion, respectively. For example, an electrode halfway 
between P3 and aP1 would be named P355, while an 
electrode halfway between P3 and P1 would be named 
P305. With the original nineteen electrodes of the 10-20 
System, the typical distance between electrodes on an 
average adult  male head is about 6 cm; wi th  124 
electrodes, the typical distance is 2.25 cm. 
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built-in electrodes are used. Extending the cap idea, we 
constructed one from a stretchable fabric, and populated 
it with 124 commercial tin-disk electrodes encased in 
plastic holders (Figure 2). The cap is positioned on the 
head by reference to the nasion, inion and preauricular 
notches. Individual recording sites are cleansed in the 
usual manner, and conducting gel is injected with a blunt 
needle through the top of each electrode. It takes a team 
of four research assistants about an hour to prepare a 
subject. While this is acceptable for infrequent research 
recordings, it is far too long and costly for routine use. 
We are developing a more efficient system for recording 
EEGs which we expect to greatly reduce application time. 

Figure 2: Subject wearing 124-channel EEG hat. 

Electrode hat  

In most routine clinical EEGs, electrodes are prepared 
and positioned on the head individually, while in some 
labs commercially available electrode caps with nineteen 

Measuring e lec t rode positions 

Traditionally, individual electrodes are placed accord- 
ing to measurements taken with a tape measure. While 
this is sufficient when recording from 19 electrodes, 
greater precision is needed when many more electrodes 
are used and when one wishes to relate a recording 
position on the scalp to the underlying cortical anatomy. 
In our lab, the position of each electrode on a subject's 
head is measured with a probe that has coils for sensing 
the three-dimensional position of the probe tip with 
respect to a magnetic field source in the head support 
(Figure 3). Adjustable guides built into the head support 
hold the subject's head comfortably in place while the 
measurements are made. A menu-driven program is 
used to select electrodes to be measured and display the 
digitized position of each electrode on a two-dimensional 
projection display. Position measurement is accurate to 
better than 3mm [RMS]. Figure 4 shows the screen image 
of this program after all electrodes and some additional 
surface landmarks have been digitized. 

Figure 3: Measurement of electrode coordinates. The 
research assistant touches each electrode with a mag- 
netic position sensor while the subject rests his head on a 
chin rest built into a head support which gently restricts 
head movement during the measurements. The 3-D coor- 
dinates of each electrode position are transmitted to the 
data collection computer. 

Software system for da ta  col lect ion and  analysis 

Commercial EEG computer systems have vastly im- 
proved during the past few years, yet some important 
limitations still restrict their utility for researchers such 
as ourselves. This is a consequence of the fact that most 
systems have been designed for the clinical market where 
the central concern is to provide a series of fixed tests and 
measures. The most severe limitations are: (1) a way to 
implement new experimental protocols flexibly is rarely 
provided; (2) artifact detection and editing capabilities 
are too limited; (3) the system capacity for recording large 
numbers of channels and collecting and storing large 
databases is inadequate; (4) there are limited means of 
subdividing data to explore relationships between sub- 
sets of data and variations in a subject's responses or 
state; and (5) spatial analyses are underdeveloped, with 
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Figure 4: Graphic display of measured electrode positions. The menu at the left lists each of the electrode names. An 
initial three positions are used to determine the coordinate system, usually T3, T4 and Fpz. A circle, representing the head 
circumference, is then drawn around these three positions. Subsequent electrodes are shown in equidistant projection, 
with electrodes outside the circle representing locations lower than the circumference through T3, T4 and Fpz. 

too few channels, a lack of spatial filters to reduce volume 
conduction distortion, a lack of cross-channel analyses 

M A N S C A N  " 
NEUROIMAGING SYSTEM 

124-Channel neureelectric 
recordings 

Magnetic resonance 
brain imaging 

co.fun on t I 
(behavioral, neurophysiological) 

Enhance neuroelectric signals Construct 
• Spa t i a l  deblurring 
• S i gna l  ex t r ac t i on  

anatomical data 

Figure 5: Manscan® funct ional-anatomical neuroimaging 
system. 

(e.g., crosscovariance and crosspower, correlation and 
coherence), and the lack of means to investigate the 
relationship between neuroelectric data and cortical 
anatomy and physiology revealed by MRI and PET im- 
aging technologies. 

The system we have been developing, now in its fifth 
generation, is aimed at overcoming these limitations 
(Gevins and Yeager 1972; Gevins et al. 1975,1989; Gevins 
1980, 1984, 1987; 1988) (Figure 5). This generation is 
distinguished from its predecessors architecturally by its 
self-decoding Data Description Language, network ex- 
tensibility, and multi-window graphical user interface. 
As of May 1990, all the functions described in the follow- 
ing two paragraphs are fully operational. 

1. Data Collection: In the fifth generation EEGSL sys- 
tem, two computers are used for data collection: a Con- 
current 5700 and an IBM PC-compatible 386. The PC is 
used to present stimuli and gather behavioral response 
data from the subject, while the Concurrent collects 
physiological data and controls the PC. The Concurrent 
runs a real-time version of the UNIX operating system, 
while the PC runs the DOS operating system. We have 
written an experiment control software system which 
runs the two computers, presents a variety of visual, 
auditory and somatosensory stimuli according to flexible 
task protocols, and digitizes up to 256 channels of 
physiological  data. Up to 128 EEG traces can be 
monitored in real time as data are collected. Most 
parameters of an experiment can be altered via a menu- 
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driven interactive display. A calibration module numeri- 
cally adjusts the gain of all channels according to the 
magnitude of a calibration signal. Another module 
detects gross artifacts and color-codes contaminated data 
such as eye movements, gross head and body move- 
ments and bad electrode contacts on the operator's 
screen. Stimulus, behavioral and physiological data are 
stored on hard disk according to a self-decoding Data 
Description Language, and archived to magnetic tape. 
The data are immediately available to researchers at their 
desks using either remote terminals, or SUN worksta- 
tions via Ethernet and Network File System. 

2. Data Analysis: For subsequent data analysis the cur- 
rent system also has a number of other functional im- 
p r o v e m e n t s  ove r  its p e d e c e s s o r s  inc lud ing :  (1) 
least-squares Laplacian derivation estimation to reduce 
volume conduction distortion (Gevins 1989b); (2) digital 
filters with user-specified characteristics; (3) time series 
analysis including spectral analysis, Wigner Distribu- 
tions (Morgan and Gevins 1986), and event-related 
covariance analysis (Gevins et al. 1987, 1989a; Gevins 
and Bressler 1988); (4) neural-network-driven pattern 
recognition to extract optimal or near-optimal subsets of 
features for recognizing different experimental or clinical 
categories (Gevins 1980,1987; Gevins and Morgan 1988); 
and (5) anatomical modeling to construct 3-D finite ele- 
ment models of the brain and head from MRI scans (Le 
et al. In Prep.; Brickett et al. In Prep.; Reutter et al. In 
Prep.). Four on-line, interactive subsystems are used to 
examine and edit data for residual artifacts (on an in- 
dividual channel basis if desired), sort data according to 
stimulus, response or other categories, perform ex- 
ploratory data analysis, and produce three-dimensional 
color graphics representations of the brain and head. 

MRI Analysis and Modeling Methods 

MRI contour information is used to produce a mathe- 
matical finite element model (FEM) of the brain and head 
suitable for equivalent dipole source localization and 
scalp EEG deblurring development. Since complex FEM 
normally run on supercomputers, we made a significant 
effort to develop FEM algorithms and programs that 
could run efficiently on a desktop workstation. 

EEG-MRI alignment procedure 

In order to visualize the brain areas underlying EEG 
electrodes, a procedure is needed for aligning scalp 
electrode positions with the MR images. In the proce- 
dure we now use, x, y, z translation and x, y, z axis 
rotations are computed iteratively to align the digitized 
positions of the EEG electrodes with the MRI data. This 
is done for each electrode by finding the distance to the 
closest point on the scalp surface MRI contours and 
minimizing the mean distance for all electrodes. With 
MR images that have a 3 mm inter-slice spacing, we 
usually achieve a mean error distance better than 2 mm. 
This is more accurate and less subjective than alignment 
procedures that use skull landmarks such as the nasion 
and pre-auricular points located visually in the MR im- 
ages. Figure 6 shows the electrodes displayed schemati- 
cally on a scalp surface reconstructed from horizontal 
MRI scalp contours as described below. 

3-D Composite MRI displays 

Figure 7 shows examples of 3-D composite images 
taken from a routine clinical MRI exam of a patient with 
partial seizures. A combination of horizontal, coronal, 
and sagittal plane images are shown in five different 
views. Figure 8 shows another composite from the same 
data and also a partial surface reconstruction done as 
described below. 

Since commercial MRI analysis packages are not 
designed for research on functional-anatomical integra- 
tion and thus lack features essential to our undertaking, 
we  have had to deve lop  our  own  algorithms and 
software to produce 3-D brain models suitable for func- 
tional localization studies. Visualization software per- 
mits construction of 3-D composites of multiple 2-D 
image planes, as well as 3-I9 surface rendering based on 
surface contours. Since generating surface contours 
manually is laborious and subject to error, we have 
worked on automating the procedure. We have also 
automated the alignment of the digitized EEG electrode 
positions with the scalp surface contours, which is a 
critical first step in a functional-anatomical analysis. The 

Contour extraction and surface rendering 

Both the scalp and cortical surface contours in Figures 
7 and 8 were traced using an intensity thresholding tech- 
nique, one of the two image analysis methods  we 
developed to extract scalp and cortical surface contours 
from MRIs. The first technique uses intensity threshold- 
ing, which involves extracting contours along which the 
image intensity is equal to a defined threshold. This 
technique is useful for extracting the scalp surface con- 
tour which can be discerned easily from the black (ap- 
proximately zero intensity) background of the image. 

The current method of surface rendering has six steps: 
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Figure 6: Electrodes schematically displayed as small 
cylinders, at the actual measured postions, on a 3-D 
model of the subject's head constructed from his MRIs. 

1) for each pair of adjacent contours, find the point on the 
second contour closest to the first; 2) calculate the two 
distances from each of these points to the next point on 
the adjacent contour; 3) make a triangle using the point 
with the shortest distance, advancing on that contour; 4) 
repeat steps two and three until all points are exhausted; 
5) repeat steps two to four in the reverse direction along 
the contours; and 6) piece together the "best" result. This 
was the surface reconstruction method used for Figure 8 
showing a surface reconstruction of the cerebral cortex 
(in yellow), from the same patient as in Figure 7, using 
the available coronal slices. 

The second contour extraction method we have used 
involves differential intensity analysis. Using this tech- 
nique, contours that separate image regions with dif- 
ferent local average intensities are extracted. Resulting 
contours pass through the points in the image at which 
the local average image intensity is changing most rapid- 
ly. This technique requires no a priori intensity threshold 
value, and is useful for extracting the cortical surface 
contour which has a less well-defined image intensity 
value throughout an image than the scalp surface con- 
tour. The first-order and second-order partial deriva- 
tives of the image are estimated using 2-19 filters, and 
these derivatives are used to locate the local maxima in 
the gradient of the image intensity. Highly computation- 
ally efficient filtering techniques have been developed for 
the estimation of the partial derivatives of the image 
(Algazi et al. 1989). Figure 9 shows an example of con- 
tours corresponding to locations of local maxima in the 
gradient of the image intensity, which trace sulci. 

Figure 7: Five views of composite MR images. Horizontal 
slices are shown in yellow, sagittal in magenta and 
coronal in blue. For each slice, a closed contour which 
outlines the scalp is first automatically obtained with a 
thresholding algorithm. The composites are then drawn 
for each viewing position by displaying the MR intensity 
values contained within each contour. 

3-D Cort ical  surface image mode l  

3-D surface models of the external convexity of the 
cerebral cortex, such as those of Figure 8, are not suffi- 
cient to visualize and computationally model the cortical 
surface wi th in  fissures and sulci. As a result, we 
developed an algorithm to model cubic volume elements 
(voxels). The faces of the voxels lie in the horizontal, 
coronal, and sagittal planes for which MRI data have 
been obtained. The MRI data are mapped onto the faces 
of the voxels to obtain a 3-dimensional display of the 
image data. The image planes used are averaged 
horizontal planes that lie halfway between the horizontal 
planes in which MRI data have been acquired, and 
coronal and sagittal image planes that are synthesized 
from the acquired horizontal images using linear inter- 
polation. The spacing between image planes is 3 mm, 
which yields voxels with dimensions of 3 mm by 3 mm 
by 3 mm. The images have pixel dimensions of ap- 
proximately I mm by I mm. 

The initial set of voxels is the set bounded by those 
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Figure 8: Composite MR images showing a reconstructed 
cortical surface (in yellow) produced from the automat- 
ically t raced cortical surface contours. The surface is 
relatively smooth because it was reconstructed from a 
standard clinical MRI scan with 5 mm interslice intervals. 
Also shown are images contained within the scalp contour 
for one sagittal section (magenta) and one posterior 
coronal section (blue). The anterior blue image is the 
coronal data conta ined within the cortical surface con- 
tour. 

voxels that lie just inside the cortical surface. To view the 
MRI data at a slightly deeper level, a mathematical mor- 
phology erosion operation is used to remove the bound- 
ary layer of voxels, thereby exposing the faces of the 
voxels that lie one layer deeper. By eroding the model 
iteratively, anatomical structures can be tracked and 3- 
dimensional models of the structures can be made (see 
Figure 12). 

Finite e l e m e n t  m o d e l i n g  

Maxwell's Equation (Landau et al. 1984; Nunez 1981) 
states that 

V • ( o V u )  + V ' I = 0 in f~ (1) 

is frequently used to study the electromagnetic field 
generated by populations of neurons. Here a( > 0) is the 
conductivity tensor at a point R = (x,y,z) in fl (e.g., a 
human head), u is the electric potential at R, and J is the 
electric current density at R. When f2 represents a 
human head, the following boundary condition for equa- 
tion (1) is obtained 

Figure 9: (Left) Midline sagittal MRI obtained with TR=600 and TE=20 ms. (Right) Output of automat ic edge-detect ion 
software. The lines shown correspond to locations of local maxima in the gradient of the image intensity. These contours 
pass through the points in the image at which the local average intensity is changing most rapidly. 
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MIPS) with 8MB of memory (Figure 10). 
We can use this analysis to localize single equivalent 

dipole sources of recorded scalp potentials, or obtain the 
potential distribution within the whole head given the  
localized source. To do this, we choose a specific function 
J and solve the corresponding potential distribution u 
using FEM such that the difference between u on S 1 and 
U(x,y,z) defined on S 1 is minimized using an iterative 
process. Another use of FEM, in which the current dis- 
tribution on the surface of the brain is estimated from 
scalp recordings, is described in the next section. 

Figure 10: Automated construction of finite elements 
within brain, skull and scalp volumes, with alternating ele- 
ments shown in red, green and blue, for the respective 
tissue type. (a) Tetrahedral elements generated in an 
outer ring in brain. (b) An entire horizontal slice at the level 
of the orbits. (c) All slices superimposed except for the 
topmost horizontal slices. 

o V u  • n = 0 o n  S (2) 

since electric current does not flow out of the head in the 
direction normal to the surface. The limited scalp poten- 
tial measurement specifies another boundary condition. 

u = U ( x , y , z )  on S 1 (3) 

Where S1 is a subsurface of S corresponding to area 
covered by  electrodes. The Finite Element Method 
(FEM) we developed finds the numerical solution of 
equation (1) with the boundary condition as specified in 
equation (2) when the electromagnetic field activities of 
a head are modeled. Advantages of this approach are: 1) 
it handles the Dirac Delta Function V * ] smoothly by 
transforming equation (1) into a variational form when J 
represents a dipole-like kind of source; 2) it allows us to 
model the complicated geometries of different tissues 
within the head by generating finite elements using con- 
tours on pairs of adjacent MR images; and 3) it produces 
a sparse matrix in which many entries are zeroes. We 
developed efficient sparse matrix techniques (Le et al. in 
prep.) that can solve Maxwell's equation at 10,087 FEM 
nodes in about 100 min on a SUN Sparc-1 workstation (12 

Towards Functional-Anatomical Integration ~ 

Spatial filters to reduce blur distortion 

Electrical currents generated by sources in the brain 
are volume conducted through brain, cerebrospinal 
fluid, skull and scalp to the recording electrodes. Because 
of this, potentials due to a localized source are spread 
over a considerable area of scalp and the potential 
measured at a scalp site represents the summation of 
signals from many sources over much of the brain. Using 
a 4-shell spherical head model, we have estimated the 
"point spread" for a radial dipole in the cortex to be about 
2.5 cm (Doyle and Gevins, Submitted). The "simplest" 
way  to reduce this distortion is to take the Laplacian in 
two dimensions about each electrode. Details of this 
method, however, are less straightforward than they 
might seem, as discussed below. Another improvement 
in distortion is possible, in principle, by using a Finite 
Element Method and estimates of the conductivity 
properties of the tissue between brain and scalp surface 
to estimate the potentials which wou ld  actually be 
recorded on the surface of the brain. 

1. Laplacian operator:  A local Laplacian operator  
produces an appreciable reduction of the spatial low- 
pass distortion caused by the blurring effects of the skull. 
Poisson's equation states that the Laplacian of the poten- 
tial is proportional to the local density of current sources. 
An estimate of the average Laplacian over a volume of 
scalp surrounding a given electrode will then be propor- 
tional to the net current leaving that volume. The 2-D 
Laplacian in the plane of the scalp is proportional to the 
net current through the edges of the volume. Since there 
are no current sources in the volume, this net current is 
equal to the local density of current flow up through the 
skull (local current source density or CSD) (Hjorth 1975). 
It should be noted that this term does not refer to 
neuronal sources, but  only to local current emerging 
from the skull. 
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Figure 11: Laplacian of 124-channel evoked potentials 
evoked by 15-Hz stimulation of the middle finger on left 
(top) and right (middle) hands of this subject mapped 
onto his own MRI-derived scalp surface. The map for the 
right index finger is shown in the bottom panel. Color scale 
shows zero as white and the maximum as magenta, [Bot- 
tom panel on p. 64.] 

This transform has a localizing effect since it is rela- 
tively insensit ive to sources beyond  the proximal 
electrodes. It also has the advantage of being inde- 
pendent of reference electrode site. The usual implemen- 
tation (Hjorth 1980; Thickbroom et al. 1984) estimates the 
Laplacian operator at a given electrode as an average of 
the directional derivat ives f rom each surrounding 
electrode to the given electrode. This quantity is propor- 
tional to a second-difference estimate of the Laplacian for 
a "rosette" of electrodes uniformly surrounding the 
given electrode with the factor of proportionality being a 
geometrical factor (the electrode separation squared), but 
departs from the same proportionality as the configura- 
tion of electrodes departs from the symmetrical, notably 
when all the proximal electrodes are on one side of the 

given electrode. We have improved upon the conven- 
tional method of Hjorth (1975), by using actual measured 
interelectrode distances, and by forming an optimal least 
squares estimate of the signal at each electrode (Gevins 
1989b). We are currently testing a further improved 
version which accounts for the actual 3-D shape of the 
head and does a spline interpolation of the potentials. 

2. Finite Element Method deblurring in a realistic head 
model: Since an "image" of the potential distribution 
over local cortical areas is highly desirable, spatial 
deblurring methods can be used to reduce volume con- 
duction and increase spatial resolution. One method of 
doing this without introducing an arbitrary model of the 
actual number and location of sources is to use finite 
element methods to represent the true geometry of cor- 
tex, cerebrospinal fluid, skull and scalp, and to model the 
potential activity described by Maxwell's equations in 
the scalp and skull layers. This operation could be per- 
formed without imposing an arbitrary source model be- 
cause, regardless of where they are generated in the 
brain, potentials recorded at the scalp must arise from 
volume conduction from the cortical surface through the 
skull and scalp. While we expect this method to produce 
an estimate of the current distribution at the cortical 
surface, it does not identify the number, position, or 
orientations of sources. (For instance, the skull currents 
resulting from a tangential dipole source in the cortex 
might still be difficult to distinguish from that caused by 
two radial dipole sources.) 

For this application, the region of interest is limited to 
the scalp volume and skull volume. The difference be- 
tween the inner surface of the skull and the outer con- 
vexity of the cortical surface is assumed to be small 
enough to be neglected. We also assume that the poten- 
tial activity in the region of interest is described by 
Maxwell's equation, that the boundary condition on the 
air-scalp surface is stated by equation (2), i.e., current 
cannot flow out of the scalp, and that the boundary 
condition on the cortical surface is stated by the following 
equation (4) which describes the cortical surface poten- 
tials. 

u = G ( x , y , z )  on  S 2 (4) 

We also assume that there is no generating source 
within the scalp or skull which means the function J in 
equation (1) is zero. Although of course there is no 
general solution to the "inverse problem," because of the 
assumed boundary conditions there is a unique solution 
of equation (1), which may be obtained as follows. Ap- 
plying the Finite Element Method to equation (1) with 
boundary conditions in (2) and (4), the following matrix 
vector relation is obtained (Le et al. in prep.) 
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Solving ul with respect to 113, we get 

-1 
( A 11 - A 12 A aa'~7' A 21 ) Ul --- ( A 12 A22 A23 - A 13 ) u3 

and solving u3 with respect to ul, we get 

(6) 

Figure 12: Integration of EEG and MRI data as a step 
towards anatomical-functional localization. The data 
shown in Figure 11 were used to compute best-fitting single 
equivalent dipoles using a three-sphere head model. The 
figure shows top, left and right views of the scalp surface 
reconstructed from horizontal MR images. The voxel brain 
model shown in light blue corresponds to four stages af 
erosion of 3 mm layers, hence its shrunken appearance, 
The dipole for right index finger stimulation (dark blue) is 
located most left-laterally. The middle finger dipoles 
(purple) are located appropriately in contralateral hemi- 
spheres. 

A u = f (5) 

Here u is a vector of dimension n, which is a numerical 
approximation to the analytical potential distribution 
function u in equation (1). The value of n corresponds to 
the total number of vertices on all the finite elements in 
the region of interest. Since we are assuming that no 
generating sources are present in the skull and scalp, J ---- 
0 and therefore f -- 0. We then decompose u into three 
sets, the potentials which correspond to the electrodes on 
the scalp, the potentials which correspond to the cortical 
surface, and the potentials in the rest of the region, and 
denote them by u 1, u 3 and 112 respectively. If we decom- 
pose the matrix A correspondingly, then quation (5) be- 
comes: 

IA1, A12 31[u] 
A 21 A 22 A 23[ u2 = 
A 31 A 32 A 33J u3 

221 -1 (A A 23 )u3 --" ( A 32 A 22 A 21 - A 31 ) ul 

(7) 

Forag ivenGk,  u~ isknown.  Thenu~ canbecom-  

puted via equation (6) and the residual is calculated from 
k u I and U ( x , y , z )  which correspond to the predicted and 

measured potentials, respectively. 

3. Estimating conductivities and evaluating deblurring 
method: Up to now, estimates of conductivity for the 
scalp, skull, CSF and brain have been published (Geddes 
and Baker 1967; Hosek 1970). We have attempted to 
estimate skull conductivity by injecting small currents at 
one electrode and recording at the others for many com- 
binat ions of s t imulat ing and recording electrodes 
(Gevins and Doyle, Unpublished data). This has failed, 
however, because of the obvious shunting effect of the 
scalp. We are currently working on a more direct ap- 
proach that does not involve applying external stimuli 
but rather uses known natural sources of activity. We are 
evaluating the method by comparing deblurred scalp 
data with subdural grid data recorded from the same 
patient. 

Equivalent dipole modeling of somatosensory 
stimulation 

We are just beginning to apply the methods described 
above to functional-anatomical localization. The first 
application was to perform equivalent dipole modeling 
of somatosensory stimulation. For this purpose, the mid- 
dle fingers of the left and right hands, and the right index 
finger were each electrically stimulated at 15 Hz for three 
100-second intervals. Artifact-free epochs of 0.533 
seconds were averaged, and Fourier-transformed real 
and imaginary components of the 15-Hz response were 
averaged over each 100-second run. Data for each of the 
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three runs were then combined for each finger for cal- 
culation of the "canonical" phase, i.e., that phase angle 
onto which the projections of all the phasors yielded the 
g r e a t e s t  s q u a r e d  a m p l i t u d e .  These  s t e a d y - s t a t e  
ampli tude measures were used to construct topographi- 
cal maps and for least-squares fitting of equivalent cur- 
rent dipoles. Preliminary results for the first subject 
(Figure 11) show topographical maps  of the Laplacian of 
the evoked responses to st imulation of the left and right 
m i d d l e  f ingers .  (Each m a p  is sca led  separa te ly .  
Ampli tude of the right finger response is approximately 
one half that of the left.) Figure 12 presents the result of 
fitting single equivalent dipoles to these data and also th~ 
result for the right middle  finger. Dipoles are shown 
with respect to the scalp surface and eroded brain model  
described above. Each dipole is represented as a disk 
with it's center on the dipole location, and axis in the 
dipole direction. Each dipole appears in the contralateral 
hemisphere, and the dipole for the forefinger is located 
slightly more lateral than that for the middle finger, 
consistent wi th  the k n o w n  locations of the sensory 
projection areas and other physiological source localiza- 
tion results (Luders et al. 1986; Wood et al. 1985). 

Conclusion 

There is no doubt  that much  useful information lies 
h idden in the EEG. We are optimistic about advancing 
our technology to mine this h idden  information, and to 
further  our investigations of the neural  substrate of 
h u m a n  higher cognitive brain functions. 
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